How much does an hour of downtime
cost the average business?



So how much are organizations loosing for every hour of downtime?

« 98% of organizations indicated costs had risen to over $100,000
« 81% of those who participated indicated costs over $300,000

. %43{‘{% of the enterprises indicated an hour of downtime can cost $1-5
iLLion.

Source: Information Technology Intelligence Consulting Research



https://itic-corp.com/44-of-enterprises-say-hourly-downtime-costs-top-1-million-with-covid-19-security-hacks-and-remote-working-as-driving-factors/
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The impact of a 1-second delay
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Modernizing apps come with new challenges

™ Infrastructure complexity

Enterprise
( Product Flow

o T e, o "o
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Business Idea w Product End User

Feedback

4 Number of technologies used

» Dynamic changes in apps

( .
Impro\v/emen’r A Skl”S gap

W Visibility

Application modernization, frequent releases, and use of cloud
services creates a challenge for IT Operations




Traditional monitoring lacks full visibility

Modernization | | ‘ You can'’t fix
Increases N what you
complexity P e =N B can't see



Observability at its best

Complete and accurate
data fidelity

Real-time granularity




Observability at its best

Automated
continuous
discovery

RepeatabBiliy




Observability at its best

Intuitive user interface
Ease of use




Observability at its best

Support modernized apps
- cloud, containers,
Mmicroservices




Observability at its best

Transparent and
predictable pricing




IBM Instana Capability Pillars

Automation Context Intelligent Action

V' Risk Reduction V Accelerated Innovation VvV Efficiency Gain



Automation

Automated full-stack application visibility - including real-time change detection,
mapping, tracing and profiling - all with 1 second granularity and no sampling.

o Automatic Continuous
Discovery (QQ
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» Proactive Automated
Health Monitoring

o OTB Curated Dashboards



Context

Real-time detection and mapping of all interdependencies reduces risk
and decreases MTTR (Mean Time to Restore) by ensuring that you'’re

always looking at accurate information.

o Dynamic graph

« Automatic Anomaly
Detection

» Application Perspectives

« Open Source & Logging
Integrations
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Intelligent action

Resolve issues faster with an understanding of contributing factors. Analyze every user
request from any perspective to quickly resolve bottlenecks and optimize performance.

Sudden increase in the number of erroneous calls
» Root Cause Analysis with l o mauas || risalavios e
Correlated Alerting &
Incident Reporting

o

. Erroneous call rate is too high 2m 26s
08:33:00 0On: MySQL@3306 on demo-mysq

o

Sudden drop in the number of requests 2m 31s

265 + (A
08:52:65 on: catalogue

08:30:40 +» A

» Guided Troubleshooting

08:32:15 « A
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O l l I l On: discount

o l l I l . Erroneous call rate is too high [21V:75i(e] [ 2m 26s
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Pipeline & Canaries
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Hybrid Cloud Platform with IBM Power

Consistent management and
@ deployment of apps—both VM hardware and cloud
and containers. platforms.
IBM Cloud Pak & RedHat RedHat
for Watson Advanced Cluster Management
AIOps for Kubernetes Platform

Built on OpenShift Managed with IBM Cloud Pak Technology = Automated with Ansible Infused with Al

Management and Deployment Services

Automation and Integration Services Advanced Services: AIOps, Monitoring, etc.

Consistent automation across

Ansible Automation

Enterprise hybrid cloud
observability. Infused with AI,
anticipate issues.

INSTANA | turk{omic

Approachable Adoption Models

Reference architectures,
prescriptive deployment

models and streamlined
service engagements.

IBM Systems
Lab Services

Cloud-native apps:
Cloud Paks, open source, ISV

Existing VM apps -~ Red Hat
OpenShift

Linux

‘15 IBM Power Systems

Power Private Cloud with Dynamic Capacity
Elastic Computing

On-Premises
Private Clouds

Cloud-native apps:
Cloud Paks, open source, ISV

Existing VM apps - Red Hat
OpenShift

Linux

Public Cloud Infrastructures @

IBM Power VS IBM Cloud l'of

Off-Premises
Public Clouds

IBM Client Engineering



Optimize Across the Application Lifecycle

Discovery

Application

<e> ® ¢® 8 8 O
®

FIEBOT IBM Instana Context

o o o000 e
Build  Test Integration Pre- Production
Prod

Any infra, anywhere

> _

Related
Code

Action

Continuously assure application health — don’t make it an afterthought — build it into your systems and
processes to ensure performance across the entire application lifecycle!



Observability for IBM Power

e Monitor Power Infrastructure:
e AIX and Linux LPARs
e [BM |
e HMC Sensor
e Frame
e VIOS
o LPARS

e Cloud Native
e Kubernetes/OCP on Linux on
Power

e Applications
e Runtimes on AIX/Linux on Power
e Middleware on AIX/Linux on Power

>0

>

*>+ command X

# SOURCE O catalogue-demo

Details & Stack Trace S
Type MongoDB query
Category database

Service mongodb:27017
Namespace catalogue.$cmd




Observability for IBM Power: Power VS

e Monitor Power Infrastructure:
e AIX and Linux LPARs
e [BM |
e HMC Sensor
e Frame
e VIOS
o LPARS

e Cloud Native
e Kubernetes/OCP on Linux on
Power

e Applications
e Runtimes on AIX/Linux on Power
e Middleware on AIX/Linux on Power

@) itmfpaix71aa.tiviab.raleigh.ibm.com Host [Pewsris

e B r——g

System

os
AIX 7.1 (ppc64)

CPU
8 x IBM PowerPC Unknown @ 3.00GHz

Memory
2.00 GiB

Hostname
tmfpaix71aa

FQDN
itmfpaix71aa.tiviab.raleigh.ibm.com

Started At
2022-02-01, 08:30:25 (3mo 21d 7h 33m)

Interfaces (1)
Instana Agent (1)

JVM (1)

~

CPU Usage

1%

CPU Usage

® User @ System @ Wait @ Nice @ Steal

100%

Memory Usage

93%

ra W T e
15:04:02 15:14:02 15:24:02
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Releases
Individual CPU Usage
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v  CPU1 0%
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Releases

Wait Nice
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Q
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0%
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Observability for IBM Power: Power HMC

e Monitor Power Infrastructure:
e AIX and Linux LPARs
e [BM |
e HMC Sensor
e Frame
e VIOS
o LPARS

e Cloud Native
e Kubernetes/OCP on Linux on
Power

e Applications
e Runtimes on AIX/Linux on Power
e Middleware on AIX/Linux on Power

9.212142.9

Systems

15 2 19 94
15 2 15 74
17 2 12 62%
14 2 13 65%

577,024

624,384

498,688

573,440

60%

a8%

55%

®

@ Starting Sept 22 v
Sept 22 - Sept 29

9009-22A

9009-22A

9009-22A

9009-22G

78DC770

78DC780

78DC7A0

78F3B40




Observability for IBM Power: Host

e Monitor Power Infrastructure:
e AIX and Linux LPARs
e [BM |
e HMC Sensor
e Frame
e VIOS
o LPARS

e Cloud Native
e Kubernetes/OCP on Linux on
Power

e Applications
e Runtimes on AIX/Linux on Power
e Middleware on AIX/Linux on Power

- Starting Sept 22 -
ALPHA @ O© Sept22- sept 29
Summary L I N k
Processor Usage
@ Utilized @ Available @ Configurable @ Utilized Processing Units (%) @ Available g Units (%) < Units (%)
2000 100.00%
— —— A ST/
Memory Usage (MB)
@ Avallable @ Configurable @ Assigned Memory To LPARs @ Avallable (%) @ Configurable (%) Assigned Memory To LPARS (%)
— -
Shared Processor Pools Searct Q
n 4 Name Assigned Processing Units Utilized Processing Units (%) Avallable Processing Units (%) Current Reserved Processing Units
0 DefaultPool 20 92.00% 5.00% o
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Observability for IBM Power: Host Energy Consumption

e Monitor Power Infrastructure:

e AIX and Linux LPARs
e IBM |

e HMC Sensor
e Frame
e VIOS
e | PARS

e Cloud Native

e Kubernetes/OCP on Linux on
Power

e Applications

e Runtimes on AIX/Linux on Power
e Middleware on AIX/Linux on Power

Server-8286-42A-SN21E09EV

801c9574-90e3-3c

913

8286-42A

® Sept 29 -
Last minute

21EQ9EV ManagedSystem
Power Utilization r
® Power Consumption (Watts)
A~
Inlet Temperatures Q
empe
m| re(40h) 21.00
CPU Temperatures Q
Ent eadiny
CPU temperature sensors (41h)
P

43.00

eeeeeee




Observability for IBM Power: VM (LPAR)

e Monitor Power Infrastructure:

e AIX and Linux LPARs
e IBM |

e HMC Sensor
e Frame
e VIOS
e | PARS

e Cloud Native

e Kubernetes/OCP on Linux on
Power

e Applications

e Runtimes on AIX/Linux on Power
e Middleware on AIX/Linux on Power

beta-worker-2-3d72

10 beta-worker-2-3d72

Processor Units

(<o)

Running Uncapped 32,768

® Sept 29 .
Last 10 minutes

330.00%

» Live

Entitled Processing Units Used
® Utilized @ Max Entitled @ Entitled Processing Units Used (%)
Maximum CPU Capacity Memory Usage (MB)
@ Maximu m CPU Capacity Utilization (%)

@ Logical @ Backed Physical

Total IO @ Mapped IO

Eopy
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Observability for IBM Power: AIX VM

e Monitor Power Infrastructure:
e AIX and Linux LPARs
e [BM |
e HMC Sensor
e Frame
e VIOS
o LPARS

e Cloud Native
e Kubernetes/OCP on Linux on
Power

e Applications
e Runtimes on AIX/Linux on Power
e Middleware on AIX/Linux on Power

@) rdr-instana-aix st

Undefined Zone

(= st~ v oommren

System

os
AIX 7.2 (ppc6d)

cPu
16 x IBM PowerPC Unknown @ 2.50GHz

Memory
8.00 GiB

Hostname
rdr-instana-aix

Started At
2022-06-03, 08:21:13 (3mo &d 5h 12m)

Interfaces (3)

en3
10.1.0.10

en0

192.168.165.46

sit0
0:0:0:0:0:0:c0a8:a52¢

82 DB2(1)

Instana Agent (1)

A

1%..

CPU Usage

® User @ System Wait @ Nice @ Steal
100

45%

Sept 09

Individual CPU Usage

cPU A

v  CPU1

v CPU2

0%

0%

System

9%

4%

® (CH

B GoTolLo

9.83

CPU Load
® Load
Sept :‘?‘
Wait N
0% 0%

0% 0%

Copy




Observability for IBM Power: AIX VM

e Monitor Power Infrastructure:
e AIX and Linux LPARs
e [BM |
e HMC Sensor
e Frame
e VIOS
o LPARS

e Cloud Native
e Kubernetes/OCP on Linux on
Power

e Applications
e Runtimes on AIX/Linux on Power
e Middleware on AIX/Linux on Power

) rdr-instana-aix ‘s |Undefisedzene

ST

Filesystems

Device

Vv [devirepc00

Vv [devhda
Vv [devihd2
Vv [devihdl

v jdevhd3

Vv jdev/hd11admin
v [devhd10opt
v jdevind9var

v [devfiivedump

Network Interfaces

Mount

Justfsysfinst.images

/

Jusr

/home

ftmp

fadmin

fopt

fvar

varfadm/rasfivedump

Interface Mac
Vv en0d FA:46:6D:DE:63:20
Vv en3 FA-16:3E:89:34:28
v si0

Options

rw,log=/dev/hd8

rw,log=/devihd8

rw,log=/dev/hd8

rw,log=/dev/hd8

rw,log=/devihd8

rw,log=/dev/hd8

rw,log=/devhds

rw,log=/devihds

rw,log=/dev/hd8

192.168.165.46

10.1.0.10

0:0:0:0:0:0:c0a8:a52e

RX Bytes

148 B/s

08/s

08/s

Capacity

753Gi8

5.09 Gi8

728 GiB

5.00 GiB

3.00GB

50.13 Gi8

50.38 GiB

50.19 GiB

256.00 Mi8

Used 4

9%

81%

28%

14%

Sept 09
@ Last minute
B GoTologs ~ i= Snapshot versions
Q
Loaked Inode usage
0008 19%
0008 a%
0008 3%
0008 0%
0008 0%
0008 0%
0008 1%
0008 0%
0008 0%
Q
X Bytes X Error
917 Bjs 0%
08B/s 0%
0Bfs 0%

Eopy

perationt
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JoReposit
PsitionsR

08:33:00 +

08:34:00 «

Sudden drop in the number of requests [EITLAELN 2m 265

On: catalogue-demo

Erroneous call rate is too high [EIISENN 1m 265

©On: catalogue-demo




Observability for IBM Power: IBM 1

e Monitor Power Infrastructure:
e AIX and Linux LPARs
e [BM |
e HMC Sensor
e Frame
e VIOS
o LPARS

e Cloud Native
e Kubernetes/OCP on Linux on
Power

e Applications
e Runtimes on AIX/Linux on Power
e Middleware on AIX/Linux on Power

o ~

© 1BM | @ut53p30.rch.stglabs.lbm.com =
[ = suex v | <2 Upsream Coweatream
..... - 0%

cPu

Restricted Seate

Jobs

Top Active JObS (s of 2022-00-18, 22.50:26)

¥ 144CHOUIERIGIDASONT

203

Gapaed CFU Percaniage &

CPU Utilization

Threads

948




Observability for IBM Power: IBM 1

e Monitor Power Infrastructure:
e AIX and Linux LPARs
e [BM |
e HMC Sensor
e Frame
e VIOS
o LPARS

e Cloud Native
e Kubernetes/OCP on Linux on
Power

e Applications
e Runtimes on AIX/Linux on Power
e Middleware on AIX/Linux on Power

-

@ 1BM i @ut53p30.rch.stglabs.ibm.com =

Auxiliary Storage Pool Consumption

Aucxiliary Storage Pools

ASP Number P

Active Memory Pools

Name +

Disk Info (as of 2022.09-15, 225329)
v omPooe

v ompooz

v OMPOO

Active Subsystems

57943 M8

vvvvvv

Temporary Storage

g1
i

FEiil

vvvvvvvv
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Observability for IBM Power: OpenShift

e Monitor Power Infrastructure: o
e AIX and Linux LPARs e PR —
e IBM |
e HMC Sensor
e Frame
e \VIOS
e | PARS

e Cloud Native
e Kubernetes/OCP on Linux on
Power

Top Nodes es Top Deployments

e Applications
e Runtimes on AIX/Linux on Power
e Middleware on AIX/Linux on Power







